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Executive Summary

MFIX (M ultiphase Flow with I nterphase eX changes) is a general-purpose hydrodynamic
model for describing chemical reactions and heat transfer in dense or dilute fluid-solids flows,
which typically occur in energy conversion and chemical processing reactors. The calculations
give time-dependent information on pressure, temperature, composition, and velocity distributions
in the reactors. The theoretical basis of the calculations is described in the MFIX Theory Guide
(Syamlal, Rogers, and O'Brien 1993). Installation of the code, setting up of arun, and post-
processing of results are described in MFI X User’s manual (Syamlal 1994).

Work was started in April 1996 to increase the execution speed and accuracy of the code,
which has resulted in MFIX 2.0. To improve the speed of the code the old algorithm was
replaced by a more implicit algorithm. In different test cases conducted the new version runs 3 to
30 times faster than the old version. To increase the accuracy of the computations, second order
accurate discretization schemes were included in MFIX 2.0. Bubbling fluidized bed simulations
conducted with a second order scheme show that the predicted bubble shape is rounded, unlike
the (unphysical) pointed shape predicted by the first order upwind scheme. This report describes
the numerical technique used in MFIX 2.0.



1 Introduction

MFIX is a general-purpose hydrodynamic model for describing chemical reactions and
heat transfer in dense or dilute fluid-solids flows, which typically occur in energy conversion and
chemical processing reactors. MFIX iswritten in FORTRAN and has the following modeling
capabilities: multiple particle types, three-dimensional Cartesian or cylindrical coordinate systems,
uniform or nonuniform grids, energy balances, and gas and solids species balances. MFIX
calculations give time-dependent information on pressure, temperature, composition, and velocity
distributions in the reactors. With such information, the engineer can visualize the conditionsin
the reactor, conduct parametric studies and what-if experiments, and, obtain information for the
design of multiphase reactors.

The theoretical basis of MFIX is described in a companion report (Syamlal, Rogers, and
O'Brien 1993). The current version of MFIX uses a dightly modified set of equations as
summarized in Appendix A, however. The instalation of the code, the setting up of arun, and
post-processing of results are described in MFIX User’s manual (Syamlal 1994). The keywords
used in the input datafile are given in areadme file included with the code. This report describes
the numerical technique used in MFIX 2.0, which resulted from work started in April 1996 to
increase the execution speed and accuracy of the code.

To speed up the code, its numerical technique was replaced with a semi-implicit scheme
that uses automatic time-step adjustment. The essence of the method used in the old version of
MFIX was developed by Harlow and Amsden (1975) and was implemented in the K-FI X code
(Rivard and Torrey 1977). The method was later adapted for describing gas solids flows at the
[linois Institute of Technology (Gidaspow and Ettehadieh 1983). In MFIX 2.0 that method was
replaced by a method based on SIMPLE (Semilmplicit Method for Pressure Linked Equations),
which was developed by Patankar and Spalding (Patankar 1980). Several research groups have
used extensions of SIMPLE (e.g., Spalding 1980, Fogt and Peric 1994, Laux and Johansen 1997),
and this appears to be the method of choice in commercial CFD codes (Fluent manual 1996, Witt
and Perry 1996). Two modifications of standard extensions of SIMPLE have been introduced in
MFIX to improve the stability and speed of calculations. One, MFIX uses a solids volume
fraction correction equation (instead of a solids pressure correction equation), which appears to
help convergence when the solids are loosely packed. That equation also incorporates the effect
of solids pressure, which is a novel feature of the MFIX implementation that helps to stabilize the
calculations in densely packed regions. Two, MFIX uses automatic time-step adjustment to
ensure that the run progresses with the highest execution speed. In various test cases conducted
MFIX 2.0 was found to run 3-30 times faster than the old version of the code.

To improve the accuracy of the code, second-order accurate schemes for discretizing
convection terms were added to MFIX. Reducing the discretization errors is harder when first-
order upwind (FOU) method is used for discretizing convection terms. For example, FOU
method leads to the prediction of pointed bubble shapes in smulations of bubbling fluidized beds.
This unphysical shape, caused by numerical diffusion, could not be corrected with certain
affordable grid refinement. With the same grid, however, the use of a second-order accurate
discretization scheme gave the physically realistic rounded bubble shape (Syamla 1997).
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This report is organized as follows: The discretization methods for the convection-
diffusion terms are described in Section 2. That information is used in Section 3 to derive the
discrete analog of the scalar transport equation, which is a prototype of the multiphase flow
partia differential equation. The next step of solving the set of discretized equationsis outlined in
Section 4. Sections 5-9 describe the equations used in the various steps of the solution algorithm.
Section 10 describes the final steps in the solution algorithm: the under relaxation procedure used
for stahilizing the calculations, the linear equation solvers, the calculation of residuals used for
judging the convergence of iterations, and the method of automatic time-step adjustment.



2 Discretization of Convection-Diffusion Terms

2.1 First-Order Schemes

The transport equations contain convection-diffusion terms of the form

9 _ d(pod
puax ax(Fax) (21)

The stability and accuracy of the numerical scheme critically depend upon the method used for
discretizing such terms. It is straightforward to discretize the terms using a Taylor series
expansion. In fluid dynamics computations, however, a control volume (CV) method is usually
preferred. CV method invokes the physical basis of the derivation of conservation equations and
ensures the global conservation of mass, momentum and energy even on coarse grids (Patankar
1980). At asufficiently fine grid resolution the two methods would yield the same, accurate
solution. The CV method is more attractive in practical computations, since a fine grid is seldom
affordable.

When the convection-diffusion (advection) term isintegrated over a CV (shaded regionin
Figure 2.1)
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Figure 2.1 The control volume and node locations in x-direction
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The calculation of diffusive fluxes at the CV facesis arelatively simple task: For example,
the diffusive flux at the east-face can be approximated to a second order accuracy by

dv = A - Av (22
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The discretization of the convection terms is a more difficult task and the rest of this
section will deal with that task.

From Equation 2.2 the discretization of the convection term is clearly equivalent to
determining the value of ¢ at the CV faces (¢, and ¢,,). A simple interpolation such as

¢, = ——— (2.4)

called central differencing, gives second order accuracy. However, in convection-dominated
flows, typical of gas-solids flows, this method introduces spurious wiggles in the solution and
leads to an unstable numerical scheme. A well-known remedy for stabilizing the calculations is
the upwind discretization scheme
¢ u=0
b= (2.5)

¢z u<o0

This method is only first-order accurate and is diffusive.

The motivation for the upwind scheme can be found in the analytical solution for a steady,
one-dimensional, source-free flow

P_x
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where the cell Peclet number (P), the ratio of the convective flux to the diffusive flux, at the east
faceis given by
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Low values of P show that diffusion is the dominant mechanism of transport at the scale of the
grid size, and large values of P show that convection is dominant.



The analytical solution is plotted in Figure 2.2. At alarge value of Peclet number (P, =10)
the cell face value of ¢ (at x = 0.5) is nearly identical to the upstream value of ¢, and upwind
differencing would be adequate to represent the face value of ¢. At small Peclet numbers the
upwind method is less accurate. An upwind bias, nevertheless, is evident in the solution, and it is
a common feature of al practical discretization schemes for convection.

4o

Figure 2.2. Analytical solution of a steady,
1-D, convection-diffusion equation

A more accurate discretization of the convection-diffusion flux, motivated by the
analytical solution, is the exponential scheme
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The exponential scheme is computationally expensive, and, hence, cheaper approximations such
as the hybrid scheme and the power-law scheme are used in practice. 1n these schemes upwind
discretization is used for the convection term. The power-law discretization for the diffusive flux
at the east face, for example, is given by

@ _ ((bE - (bp)
(P GX) AR (29)
where

A (IP]) = [(1-0.1|P])°] (2.10)



which uses the definition of a double-brackets function

0 R <0
[R] = (2.11)
R R>0

2.2 Higher-order schemes

For cell Peclet numbers larger than about 6, A(JP|) — 0, and the power-law (also,
exponential) scheme is equivalent to first-order up winding for convection with physical diffusion
switched off. The scheme isonly first order accurate and does not give accurate results for flows
in which the effects of transients, multi-dimensionality, or sources are important (Leonard and
Mokhtari 1990). Higher order discretization methods for convection may be used to increase the
accuracy. However, higher order schemes produce overshoots and undershoots near discon-
tinuities. Such oscillations, apart from being undesirable in the final solution, will also hinder the
convergence of iterations by producing physically unredistic intermediate solutions (e.g., volume
fractions greater than 1 or less than 0).

Resolving discontinuities in the solution has been a critical need in gas dynamics calcu-
lations and has motivated the development of higher order schemes that produce no spurious
oscillations and total variation diminishing (TV D) schemes. Such schemes use alimiter that
bounds the value of ¢ at the CV face, when the local variation in ¢ is monotonic. Thus, the
discretization scheme is prevented from introducing any spurious extrema into the solution.

Leonard and Mokhtari describe a universal limiter expressed as a function of a normalized
value of ¢. Based on the notation for node locations along the flow direction given in Figure 2.3,
the normalized value is given by

¢ = H (2.12)
Then ¢, = 0 and ¢, = 1. Thelocal distribution of ¢ is monotonic when
0 < do < 1 (2.13)
Under monotonic conditions the limiter bounds¢, in the following manner:
1. ¢, should be between ¢ and . That is
cT)C < cT)f < 1 for 0 < cT)C <1 (2.14)



Thisincludes the special case . = ¢, inwhichcase ¢, = ¢ ¢p. Thatis
¢, = 1 for $. =1 (2.15)
o f o
U C D
Figure 2.3. Notation for node locations based on the flow direction
2. 1f ¢ = ¢y, wewant ¢, = ¢, = ¢. Thatis
d, = 0 for $. =0 (2.16)

3. To avoid nonunigqueness near J)C - 0 define a steep boundary of afinite sope

cbf:TC for 0<ddo<c

(2.17)

cisaconstant about 0.01for steady state simulations. For time marching schemes c is the

normal direction Courant number (UA—At).
X

4. For non-monotonic behavior (. < 0 or ¢, > 1), thelimiter doesnot
impose any constraint other than that the interpolations must be continuous with respect

2

~

to $; thatis, ¢, curve must pass through (0,0) and (1,1) with
C

> 0 and finite.

The above constraints may be represented on a normalized variable diagram (NVD) shown in
Figure 2.4. The value of ¢, calculated by any higher order scheme should be constrained to pass
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Second order
schemes must
pass through

(0.5,0.75)

Figure 2.4. Normalized variable diagram

through the shaded region to prevent overshoots and undershoots. Second order schemes must
pass through the point (0.5, 0.75). Methods of order higher than two cannot be represented as a
single curve on NVD.

Leonard and Mokhtari have proposed a down wind factor formulation, which simplifies
the insertion of higher order methods into existing codes by not having to replace the septa-
diagonal matrix structure of the discretized equations. The steps required for applying the
formulation to an arbitrary order discretization method are the following:

1. Compute high-order, multidimensional, upwind biased estimate of ¢;.
2. Compute atentative down wind weighting factor defined as
o - b b -
dwfr = ¢ - 7O (2.18)
(bD - (bc 1- CI)C

3. Limit dwf " in the monotonic region to get dwf. The universal limiter expressed asa
function of the down wind factor is shown in Figure 2.5.

4. Compute the new estimate of ¢, as

¢ = dwf oy + (1 - dwf) ¢ (2.19)
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Figure 2.5. Down wind factor diagram
Note that even for a higher-order method ¢, is calculated from the values of ¢ at adjacent nodes,
the information from a wider stencil being contained in the factor dwf.
For several discretization schemes explicit formulas for the down wind factors may be

derived. The formulas used in MFIX are shown in Table 2.1 and are plotted in Figure 2.6. See
Appendix C for some derivations.
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Tablel. Discretization formulas in terms of down wind factors

Discretization scheme

o )

Down wind factor

Eoat!

First order up winding 0
Centra differencing 0.5
Second order up winding Y% 0
TVD schemes 0if(pe < 0 or . > 1)ese
van Leer b
Minmod Y2 max[0, min(1, 0)]
MUSCL Y% max[0, min(2 6, 0.5+0.50, 2)]
UMIST Y2 max[0, min(2 6, 0.75+0.250, 2)]
SMART Y max[0, min(4 6, 0.75+0.250, 2)]
Superbee Y2 max[0, min(1, 2 6), min(2, 0)]
ULTRA-QUICK 0 5
Q > $. <0
1 5 3c
~-10 0 < <
(c ) be 8-6c
0375+01250 —C_ < <
8 -6¢ 6
5 ~
1 s <P <1
0.5 b.>1
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Figure 2.6. Downwind factors as a function of normalized ¢
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2.3 Usage of Downwind Factors

For the convenience of programming we calculate a convection weighting factor (§) from
the down wind factors, which can be computed once and used without further checking the flow
(wind) direction. The method isillustrated with the calculation of € at the east face. The node
locations are shown in Figure 2.7. Also refer to Figure 2.3 for definitions of node locations C, D,
and U.

1. Cdeulate .

Algorithm 2.1
_____________________________________________________________________________________________________________________________|

Ifu, > 0 (P=C; E = D; W= U)

T (bp - (bw
b = ra— (2.20)
ese (E=C;P=D; EE=U)
T (bE B (bEE
b = r—— (2.21)
e
—e L 4 & L 4
WY P E EE

Figure2.7. Node locations

2. Use &)C in aformulafrom Table 2.1 to calculate the down wind factor.

3. Recalling the definition

be = dWf, dp + (1 - dwfy) dc (2.22)

calculate ¢ asfollows:

13



Algorithm 2.2

ifu, >0 (P=C; E=D)

b = dwf, b + (1 - dwfy) §, (2.23)
Ce = dwf, (2.24)
else (E=C;P=D)
b = dwf, dp + (1 - dwfy) e (2.25)
Ce = 1 - dwf, (2.26)

The value of ¢ at the east face, for example, is then written as
e = Ede + E.Pp (2.27)

wherege =1-¢&,.

In summary, Equation 2.31 is the discretization formula for the convection term and
Equation 2.3 isthe dicretization formula for the diffusion term. These formulas will be used in the
next section to discretize a transport equation.

14



3 Scalar Transport Equation

In the previous section formulas for discretizing convection-diffusion terms were derived.
In this section using those formulas we derive an algebraic (discretized) equation from a partia
differential equation. For this demonstration we use the transport equation for a scalar ¢:

Ry (31)

S ot ) (e 8= 5 1 52

i ax | ax

The above equation has all the features of partial differential equations that form the multiphase
flow model, except the interphase transfer term (Appendix A). The interphase transfer isan
important aspect of the multiphase flow equations and deserves specia attention in the algorithm.
We postpone its discussion until Section 6.

3.1 Integration Over a Control Volume

We will integrate Equation 3.1 over a control volume (Figure 3.1) and write term by term,
from left to right as follows:

o Transient term

[ €npn @)V = (€ B)p — (e 5|5 (32)

where the superscript ‘0’ indicates old (previous) time step values.

i-1 i-1/2 i i+1/2 i+1 +3/2
w
® ® = ® i
W o E
L | 1
f ﬁXP f ).’EXE i
i Ax, i

Figure 8 Control volume and node locations in x-direction
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o Convection term

fi (em pmvmi (b) dV ~
X,

e p, &) + En (em P c]))P} (Vm)n A, (3.3)

where we have used Equation 2.31 from the previous section.

o Diffusion term

fax[¢ax

d d
L I
o, 2@ A [, 20
() (8]

The diffusive fluxes are approximated using Equation 2.3 from previous section. For
example, the diffusive flux through the east face is given by

o) (bE - (bp
( ! ai)) “ o)y — (3.5)

e

The cell face values of diffusion coefficients are calculated using a harmonic mean of the
values defined at the cell centers (Patankar 1980). For example,

16



1-f, f, "

L) = + —=

R IR Y
(3.6)

)T,
fe (To)p = @ =1 (T,
where we use the definition
AXc

(3.7)

e = —
Axp + AxE

When the volume fraction of a certain phase changes to zero across a cell face, Equation 3.6
correctly sets the cell-face diffusion coefficient to zero. Thisisindeed the physically realistic limit
as no diffusion can take place across such an interface. An arithmetic average, on the other hand,
does not have such a physically realistic limit.

& Source term

Source terms are generally nonlinear and are first linearized as follows:

R, ~ R, - R, &y (3.8)

For the stability of the iterations, it is essential that R’¢ > 0. Also, when ¢ is anonnegative field

variable (such as, temperatures and mass fractions) it is recommended that §¢ > 0 (Patankar
1980). Then the integration of the source term over a control volume gives

fR¢dV =~ RyAV - R, AV (3.9)

3.2 Discretized Transport Equation

Combining the equations derived above we get

17
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where we have defined the macroscopic densities as

Pm = €m P (3.11)

Equation 3.10 may be rearranged to get the following linear equation for ¢
$p = Xb: A Py, + 0 (3.12)

where the subscript nb representsE, W, N, S, T, and B. Before using the above equation for
determining ¢, it is recommended that the discretized continuity equation multiplied by ¢ be
subtracted from it.

The reason for the above manipulation is discussed in detail by Patankar (1980). The
homogeneous part of the partial differential equation for ¢ has infinite number of solutions of the
form (¢ + c), where cisan arbitrary constant. The finite difference equation for ¢ must have the
same number of solutions. Otherwise, small mass imbalances during the iterations may produce
large fluctuations in the values of ¢, and the convergence will be adversely affected. It iseasy to
show that the finite difference equations will have the desired property if

a, = Xb: Ay, (3.13)

18



when the unsteady and source term contributions to a, are discarded. Patankar calls this

requirement Rule 4. An equation of the form 3.12 derived from Equation 3.10 will not satisfy

Rule 4.

The discretized form of continuity equation can be easily obtained from Equation 3.10 by
setting =1 and changing the sourcetermto Y | R . Then subtracting ¢ times the discretized
|

continuity equation from Equation 3.10 we get a linear equation of the form 3.12, in which the

coefficients are defined as follows;

a = De - Ee (em pm)E (um)e Ae

Ay = Dw * Ew (em pm)W (um) Aw

w

ay = Dn - in (em pm)N (um)n An

aB - Db * ib (em pm)B (Wm)b Ab

8 = X ay + 80 + RGAV + [LR,AV

b = ag dp + RAV + ¢p [FY R, AV

0 _ (em pm)o
a, = A AV

A

€ AX

e

D

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

Unlike single phase flow, multiphase continuity equations have a source term (Z Ry)
|

that accounts for interphase mass transfer.  Since ¢ times the continuity is equation is subtracted
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out, the term appears in discretized ¢ transport equation. Including this term in the source term

would slow convergence, and including it in the center coefficient would destabilize the iterations

when } R < 0. Therefore, the term is manipulated as follows so that its contribution to a, is
|

nonnegative. Recall the definition of double brackets function:

0 R<0
[R] = (3.24)
R R>0
From the above definition it follows that
R =[R] - [-R] (3.25)

Then the interphase mass transfer term can be written as

o2 Rin = L) Ryl - ¢p13. R, (3.26)

The first term on the right-hand side of the above equation contributes to the source term
(Equation 3.20) and the second coefficient contributes to the center coefficient (Equation 3.21).

If apower-law discretization is wanted, we will set the convection factor to zero (i.e.,
£ =0and £ = 1) andchangeD’sto D A(|P|). For example, replace D, in Equation 3.14 by

D. A ([Pl) (3.27)

where

A(IP]) = [(1 - 01 |P)] (3.28)

There are a couple of pointsto be noted regarding the usage of higher-order discretization
schemes. In second or higher order discretization schemes the factors g are weak function of .
Thus, the factors € in the discretized continuity equation may differ from the corresponding
factors in the ¢ transport equation. Then the discretized equation for ¢ obtained by subtracting ¢
times the continuity equation will fail to satisfy Rule 4. Therefore, we make the assumption that
the convection factors in the discretized continuity equation are the same as those in the ¢
transport equation to satisfy Rule 4.

20



The use of higher order methods may result in a violation of Patankar’s Rule 2 in some
regions. Rule 2 statesthat all the coefficients a , in Equation 3.11 must have the same sign, say

positive. The physical basis for thisruleisthat an increase (or decrease) in the value of ¢ at a
neighboring cell should cause an increase (or decrease) in the value of ¢, not the other way
around. This rule when combined with Rule 4 also ensures that the discretization produces a
diagonally dominant system of equations. The rule is strictly satisfied by the above equations only
when first order upwinding isused. When higher order schemes are used, some coefficients may
become negative when the local behavior of ¢ is monotonic. Such violations of Rule 2 are of no
concern, since the limiter uses more elaborate considerations to ensure that the solution is
bounded and physically realistic (also see Appendix C).
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4 An Outline of the Solution Algorithm

An extension of SIMPLE (Patankar 1980) is used for solving the discretized equations.
Several issues need to be addressed when this algorithm, developed for single phase flow, is
extended to solve multiphase flow equations. Spalding (1980) lists three issues, which he rates as
“thefirst is obvious, the second rather less so, and the third may easily escape notice.”

(i) There are more field variables, and hence more equations compared with single phase
flow. This dows the computations, but does not in itself makes the algorithm any more
complex.

(ii) Pressure appears in the three single phase momentum equations, but there is no
convenient equation for solving the pressure field. The crux of SIMPLE algorithm is the
derivation of such an equation for pressure -- the pressure correction equation. The
pressure corrections give velocity corrections such that the continuity equation is satisfied
exactly (to machine precision). Thereis no unique way to derive such an equation for
multiphase flow, since there is more than one continuity equation in multiphase flow.

(iif) The multiphase momentum equations are strongly coupled through the momentum
exchange term. Making this term fully implicit for the success of the numerical schemeis
essential. Thisisthe mainideain the Implicit Multifield Field (IMF) technique of Harlow
and Amsden (1975), which is encoded in the K-FIX (Kachina- Fully Implicit Exchange)
program of Rivard and Torrey (1977). Inthe MFIX agorithm the momentum equations
are solved for the entire computational domain. To make the exchange term implicit all
the equations for each velocity component (e.g., u-equations for gas and all solids phases)
must be solved together, which leads to a nonstandard matrix structure. A cheaper
aternative isto use the Partial Elimination Algorithm (PEA) of Spalding (1980), which is
discussed in Section 6.

In granular multiphase flow two other issues critically determine the success of the
numerical scheme. One is the handling of close-packed regions. The solids volume fraction
ranges from zero to a maximum value of around 0.6 in close-packed regions. The lower limit is
easily handled by formulating the linear equations such that nonnegative values of volume fraction
are calculated. Constraining the solids volume fraction at or below the maximum value is more
difficult. The formation of close-packed regions is analogous to the condensation of compressible
vapor into an incompressible liquid. The reaction forces that resist further compaction of the
granular medium result in a solids pressure, which must be distinguished from the fluid pressure.
This situation was handled in the S® (Pritchett et al. 1978) and |1 T (Gidaspow and Ettehadieh
1983) models by introducing a state equation that relates the solids pressure to the solids volume
fraction (or the related void fraction). The solids pressure function increases exponentially asthe
solids volume fraction approaches the close-packed limit, and retards further compaction of the
solids. This method allows the granular medium to be dlightly compressible. The granular
medium may also be considered incompressible as was done by Syamlal and O’ Brien (1988). It is
also the method used in FLUENT ™ code (Fluent Users manual, 1996). In this method no state
equation for solids pressure is needed. The solids volume fraction at maximum packing needs to
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be specified, which is also an implicit or explicit parameter in the state equation used for the
dightly compressible case. In later versions of MFIX dight compressibility of packed granular
medium was reintroduced to accommodate genera frictional flow theories. The current
numerical agorithm also requires that the granular medium be dlightly compressible.

An equation similar to the fluid-pressure correction equation can be developed for the
solids pressure. Such an equation is solved in FLUENT ™ code (Fluent users manual, 1996).
MFIX uses a solids volume fraction correction equation instead. The solids pressure correction

S

J€g

equation does not have such arestriction, but must account for the effect of solids pressure so
that the computations are stabilized in close-packed regions.

equation requires that does not vanish whene_ - 0 . Solids volume fraction correction

A second issue is the difficulty in calculating field variables at interfaces across which a
phase volume fraction goesto zero. The field variables associated with a phase are not defined in
regions where the phase volume fraction is zero, and they may be set to arbitrary values. The
computational algorithm must not use such arbitrarily set values, however. Asan example, inthe
previous Section we showed that the use of a harmonic mean for calculating face values of
diffusion coefficients will prevent the diffusion of ¢ into regions where the phase associated with
it isabsent. The calculation of velocity components at such interfaces is more difficult than scalar
quantities because of the linearization of the nonlinear convection term. Across an interface
where the phase volume fraction is nearly zero the normal component of velocity becomes very
large. Since the product of the phase volume fraction and the velocity component is still nearly
zero, the error in momentum conservation is negligible. However, the large phase velocities
quickly destabilize the calculations, and a method is required to prevent such destabilization.
MFIX uses an approximate calculation of the normal velocity at the interfaces (defined by a small
threshold value for the phase volume fraction).

Gas-solids flows are inherently unstable. Steady state calculations are possible only for a
few cases such as pneumatic (dilute) transport of solids. For vast mgjority of gas-solids flows, a
transient simulation is conducted and the results are time-averaged. Transient simulations
diverge, if too large atime-step is chosen. Too small atime step makes the computations very
dow. Therefore, MFIX automatically adjusts the time steps, within user-specified limits, to
reduce the computational time.

An out line of the computational technique is given below. The computational steps during atime
step shown here are discussed in detail in the subsequent sections.
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Algorithm 4.1

1

10.

Start of the time step. Calculate physical properties, exchange coefficients, and reaction
rates.

Calculate velocity fields based on the current pressure field: u,,,, v, W, (Sections5
and 6).

Calculate fluid pressure correction Pg’ (Section 7).
Update fluid pressure field applying an under relaxation: P, = Pg* + oy Pg’ .

Calculate velocity corrections from Pg’ and update velocity fields: e.g., u_ = u, + u,; ,

m=0to M. (For solids phases, u_ calculated in this step is denoted as u,, in Step 6).

oP
Calculate the gradients—— for use in the solids volume fraction correction equation.

de,,

Calculate solids volume fraction correctione,. (Section 8).
Updamesolidsvolumefractions(empmin MFIX): € = € + 0p €. Under relax only
inregions where €, < €qp and €, > 0; i.e. where the solids are densely packed and the
solids volume fraction is increasing.

Calculate velocity corrections for the solids phases and update solids velocity fields: e.g.,

u. = U, + U, (M=1toM).

Calculate the void fraction: €, = €, - Y €. (e isusudly equal to 1).

m=0
Calculate the solids pressure from the state equation P, = P (€.,).
Calculate temperatures and species mass fractions (Section 9).
Use the normalized residuals calculated in Steps 2, 3, 5, and 9 to check for convergence.

If the convergence criterion is not satisfied continue iterations (Step 2), else go to next
time-step (Step 1).
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5 Momentum Equation

The discretization of the momentum equations is similar to that of the scalar transport
equation, except that the control volumes are staggered. As explained by Patankar (1980), if the
velocity components and pressure are stored at the same grid locations a checkerboard pressure
field can develop as an acceptable solution. A staggered grid is used for preventing such
unphysical pressure fields. Asshown in Figure 5.1, in relation to the scalar control volume
centered around the filled circles, the x-momentum control volume is shifted east by half a cell.
Similarly the y-momentum control volume is shifted north by half acell, and the z-momentum

MW N NE
1-1/2 1 1+ 1/2 1+1  1+3/2
i * } ® |
w W P E e
)

Figure5.1. X-momentum equation control volume

control volume is shifted top by half a cell.

5.1 Discretized M omentum Equation

For calculating the momentum convection, velocity components are required at the
locationsE, W, N, and S. They are calculated from an arithmetic average of the values at
neighboring locations:

U = Te (Un)y = (1~ fe) (Un), (5.1)

(Vm>N - fp (Vm>NW " (1 - fP) (Vm)NE (5-2)

A volume fraction value required at the cell center denoted by p is similarly calculated.
(em)p - fp (em)w " (1 - fp) (€m>E (5-3)

where
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AX

£ Ax, + AX, (54

and
AX

f - "B

PAX, + AX (55)
Now the discretized x-momentum equation can be written as

ap(um)p = zb:anb(um)nb * bp
(5.6)

Ayl (B = Pou) * (X Pt - ) ) 8V,

The above equation is similar to the discretized scalar transport equation described in
Section 3, except for the last two terms. The pressure gradient term is determined based on the
current value of P, (Step 2, Section 4) and is added to the source term of the linear equation set.
The interface transfer term couples all the equations for the same component. A procedure for
decoupling the equations is described in Section 6.

The definitions for the rest of the termsin Equation (5.6) are as follows:

=D - & (em pm)e (um)E A

= Dy, + EW (em pm)w (um>w A,

Duv = & (Em P, My A

Dg + ES (em pm>S (Vm)S Ag

D; - & (en pm)t (Wm)T A,

Dg + EB (em pm)b (Wm)B Ay

= %aﬁb + a;) + R'um AV, + [[ZRim]] AV, + s’

al? ufTO1 " FEum AVe + Uy [[_Z Rﬂm]] AVe * (em pm)e Ox AVe * §
_ (em pm)o AV,

At
(e Ae
AX

&

(5.7)

s PP pp PP
I

%o
Il

O
[

m

E
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The center coefficient a, and the source term b contain the extraterms S’ and S, which
account for the sources arising from cylindrical coordinates, porous media model, and shear stress
terms. These are described in the next two subsections.

5.2 Cylindrical Coordinates

The MFIX cylindrical coordinate system is shown in Figure 5.2. The three momentum
equations in MFIX notation are as follows:

z (6) X (1)

Figure 5.2 Coordinate labelsin MFIX

. x-momentum equation:
a2 2 pard £ s+ 2 Sy
- e aazg . p/mxwff‘ _ a;(m + ix [ A tr(D,)] + % % X 7o) + % aiz t, (58
=, a;;v 8t X Pl -
. y-momentum equation:
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5
= P ) -

190
(X TXZ) + ; & 1, (510)

The equations in Cartesian coordinates are obtained from the above equations, by setting

the value of x to 1 and terms specific to cylindrical coordinates to zero. Also, for the fluid phase
P isequal to zero.

The stress tensor ? is defined as

T=2u D_ (5.11)
The rate of strain tensor is
au,, 1|ov, du, 1|low, 1 du, W,
- _ | —_— 4+ — _ | —_ - - -
X 2 | X ay 2| ox X 0z X
= v au ov v ow
D 1%, P P 111 P, M (5.12)
2| ox ay ay 2|x oz ay
10w, 1 du, W, 111 9V, w, 1 0w, U,
- —_— 4+ = — - — - |- — + — - + —
|2 | oX X 0z X| 2[x oz ay X 0z X
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The stress terms on the right-hand side of the x-momentum equation are as follows:

1 8 au_, 3 av,, du
RH.S. of x-momentumeq. = ... + = — |x 24 + — U, | = + —
X dXx X ay X ay
ow du w
PRI PPV [ e O (5.13)
X 0z X X 0z X
24, (1 ow, U,
X |x oz x
which can be rearranged as
du du du
R.H.S. of x-momentum eq. = ... + 19k M — 9 Ho— d —
X oX X ay ay X0z X0z
_ du Y
c1 oy Sl 2y D (5.14)
X ox | oX ay | oX
1 d oW, W 24, (1 ow, U,
+ - — |,lm —_— —_— - |- — t —
X 0z X X X |x oz X

Thefirst three terms appear in Equation (5.7) as the diffusion terms. The other terms are added
as additional sourceterms S’ and S.

' W Q 19 du
X-momentum sources = —— + — [ A, D] + = — |x p, —
X X X X X
+iu%+1i My Wy (5.15)
ay | ™ ox X az ax X
2u ow. 2u_ U
x2 0z X2

Similarly the additional source terms for the y- and w-momentum equations can be determined
and are shown below:

29



du ov
y-momentum Sources = 9 [ A, tr (Dm)] L1090 UL 9 o
aX X oX ay ay ay
(5.16)
L1,
X 0z ay
U w
z-momentum sources = - ~m m ™m0 [ A tr (D)
X X0z
dau W, ov
+1i X M, i_m _m +i m_m (5.17)
X X X 0z X ay X0z
, 19 Wy, ZUn | | My 1 Uy W
x az| "M\ xaz X X | ox X 0z X

5.3 Discretization Formulas

The discretization formulas for the additional source terms are given below. Refer to the
control volume dimensions in Appendix B.

. X-Momentum Equation:
/ 2 / W
[Tt g - Pl (o AV, (5.18)
X X 12
d
f& [ A tr (D] dV = [ (2 D)) = (A tr Oy)),, ] A (5.19)
1 8 y au_, v - au_, ) au.
< ax | Mmoo = Ung E umEWA\N
(5.20)
_ [Il ] (um>i+3/2 } (um)i+1/2 A, - [ u ] (um)i+1/2 } ( m)u—llz A
mf; 1 AXI M +1 m; AXi i
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0 v, 4V - v, A v, A
f ay P o P o e P o e
_ (Vm)|+l, 12k (Vm>i, 12,k p (5.21)
B [ um]i+l/2, j+1/2, k Axi " i+1/2, j+1/2, k :

Vo) = (Vi)
= | Hal ( M-z UM ko g

Mli+1/2, j-1/2, k AXi U i+1/2, j-1/2, k
+

_ um _m_ _m
o X X

~ (Wm>i+1, i kel2 (Wm)u, kL2 (Wm>i+1, x| (Wm)u, i ke1/2
B [um]i+1/2, i, ke1/2

AX 1 2 %1

10

- — dVv =
X 0z

X X

ow., W,
M s

ow., W,
Mol % T X

be

Ai +1/2, j, k+1/2 (522)

~ (Wm)Hl, k12 (Wm>i, k12 (Wm)Hl, kw2 (Wm>i, i k-1/2
[um]i+1/2 i, k-1/2 A”llz' I k=172
! AX 1/ 2 X1
2
[- ZU |1 My Uy L T Y B AV, (5.23)
X |x oz X Xp X L 9Z1e X
where
% - 05 I(Wm>i, k12 (Wm)i,j, kw2 | <Wm>i+1, j k12 (Wm)nl, i kllz} (5.24)
XZ]i.y l X Az, X1 Az
. y-Momentum:
0
fa_y [ At O] AV = [A tr O, ~ [ 2 tr O A (5.25)
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1 8 y au_, v - { Gum] ) [ au..
;& uma_y - uma_yneAne l'lm&_anAnw
_ [ u ] (um)|+l/2, 1k (um>i+1/2, koA
Mli+1/2, j+1/2, k AY, 1) 1+1/2, |12, k
B [ " ] (um)|—1/2,j+1, K (um>i—1/2, ik A
mli-1/2, j+1/2, k AY. 1y 1-1/2, j+1/2, k
3 v, dv - { avm] ) [ v, A
fa_y Um8—y = umG_yN N ma_ys s
_ ( m)i,j+3/2, Ko ( m)u, j+1/2, k A 3 ( m)u j+1/2, k - ( m)u, j-1/2, k
) [ um]i,m, k Ay, 1, k [ um]u j k Ay,
1 Q ow_ v - ow_ ) { ow_
xaz| Py Uma—ymAm uma_ynbAnb
:[“]- (m)l’hl’k_(m)'JkA-'l/zk
mfi, j+1/2, k Ay1+1/2 i, j+1/2,
- [ Mol i NV S Ak
mii j+1/2, k-1 ij " i, j+1/2, k-1
z-Momentum:
/ / u W
f_ meme dv = - (pm)t(m)t mAVt
X xi
0
fx_az [ A tr (Dy)] AV = {[ Ao T O], = [ A tr (Dm)]B} A,
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1ol (1 L W] gy
X oX X 0z X
B 1 Uy W, _ 1 ai - %
—[Um(—g 7JteAte Um(x oz X]twAtW
] [ ’ ] (um>i 2§ kel - (um)”l/z’ ko (Wm>i’ i, k+1/2 " (Wm)i+l, j, k+1/2
i1z, j, k2 X .10 AZ 11 2 X1
_ [ H ] (um)i71/2, kel (um)l—llz, ko (Wm)i’i' e (Wm)"l' b, ke1/2
Mli-172, j, k+1/2 X 1o AZ 1 2 X 1
3 | 4y v, ) Ny,
fé_y ’“x_az ) Ilmx_azmAm umx_aZtSA[S

(Vm>i, j+1/2, k+1 - (Vm)i, j+1/2, k

[ um]i, j+1/2, k+1/2

X Az,

(Vm>i, 12, kel (Vm)i, i-1/2, k

[ um]i, j-1/2, k+1/2

% AZ 1

2u

Ai, j+1/2, k+1/2

Ai, j-1/2, k+1/2

1 2 ( W, m
_ +
X 9z Hn X 3z
[H oW, 2um] A [Il [awm 2um)
= + -
™\ xaz X ). ! ™\ xaz X )g °
_ [ u ] (Wm)t - (Wm)p + 2 [(um)i+l/2, j, k+1 " (um)lflIZ, i, k+l]
mli, j, k+l X Az, 2 X
_ [ u ] (Wm>p - (Wm>b 2 [(um>i+1/2, i k + (um)i—1/2, i, k] A
m i,j, k Xi Azk 2 Xi i
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Ai+l/2, j, k+1/,

Aifl/2, i, k+1/

i, j, k+1

f

k

(5.31)
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E%+1%_%dV=(us)p(%) i[%J - Inlav, 539
f X | ox x dz X X, ox), x\oz), x| ° '
(@i) ( ai) [, ) ) - ) 559
X ), X )ik 2 AX. 11 AV P
(%) 1 (um)i+1/2, kel (um)i+1/2, ik, (um)i—llz, kel (um)i—llz, i k] (5.36)
X; 9Z 2 %12 DZ X 12 DZ 4
M M Wil . = (W), W) = (W)
S A DY P T T PO
X X ) ¢ 2 AX 1 AX 4
i+ (Dm) _ au,, . v, . oW, U 1 a(xu.) . v, . oW, (5.38)
X ay X0z X X  oOX ay X0z

5.4 Zero Center Coefficient

The center coefficient of the discretized momentum equations may become zero, without
the right-hand side becoming zero, at control volumes next to interfaces. An example of atypical
y-momentum control volume outlined with bold linesis shown in Figure 5.3. The figure shows
the grid near the surface of afluidized bed. The bottom row of cells with dark shading shows the
dense bed. The lightly shaded row of cellsin the middle has a small amount of solids because of
dlight smearing of the interface. These cells did not have any solids before the iterations began.
The situation shown occurs after the first few iterations. The top row of cellsis ill free of solids.
We will examine the case of the solids velocity component in the y-direction, which is determined
from the momentum control volume shown in the figure.

The average cell face velocities (in cm/s) from an actual case are shown in the figure. The
solids viscosity values are zero at the six cell centers shown in Figure 5.3, because they are based

on the conditions at the previous time step. When first order upwinding is used to discretize the
equations, all the neighbor coefficients become zero; i.e.,

a,=a,=a =a=0 (5.39)
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Figure 5.3. Example of conditions at an interface

Since the cells are initialy free of solidsa;) isalso zero. Therefore, the center coefficient a, 5
zero, when there are no momentum source terms.

The right-hand side of Equation 5.4, however, is non zero because of contributions from
the fluid pressure gradient term

_AN (€m>p ((Pg)N - (Pg)S) = 176 (540)
and from the gravity term

(€m Pr), Gy AV, = -1L (5.41)

p

By using the(e,),, value (= 0) from the previous time step, we can make the right-hand

side go to zero and, there by, avoid the singularity in the equations. Thisis not a useful solution,
since this amounts to making the velocity component undefined, in alocation where it is actually
defined. Although the exact value of the velocity is not that important (considering the low value
of solids volume fraction), the singularity in the discretized momentum equation must be removed
to continue the computations. Thisis done by using an approximate momentum balance for such
cellsasillustrated below.

If (the right-hand side) b >0 then (vm)p >0. Now (vm)N = (vm)p +(1-f) (vm)n = (v

because of the free-dlip condition at the interface. And
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(Vi) = fs(p + (119 (Vi) = fs(vp), > O (5.42)

assuming (vm)p » (Vi) Then

ap - as - (em pm)S fS (Vm)p As (5-43)

and we can solve for the velocity component as

_ b
(Vm)p ) \l (em pm)s fS As (544)

If b<0asmilar argument will lead to

b

Vi = _J (€mPws fs A

(5.45)
5.5 Boundary Conditions

The implementation of wall boundary conditions in the linear equation solver is given
below. The gas velocity component in the y-direction at an east-wall is used as an example

(Figure 5.4). The implementation for the other components and locations is analogous.

1 Free-Slip wall

v, (i,j+%K) - v (i-1,j+%,k) =0 (5.46)
2. No-Slip wall
v, (i,j+%, K + v (i-1,j+%,k) =0 (5.47)
3. Partial-Slip wall
Vn 0 5.48
+ Vo —V,) = :
a n \ m W) ( )
where ai denotes differentiation along the outward-drawn normal (from inside the fluid to the
n

outside).
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Figure 5.4. Free and no slip conditions at east-wall
The discretized form of the above equation, for example, at east-wall is
v ik [ ) ey enjeer [ o L o 5.49
mETT 2 Ax mET 2 Axg v (5.49)

The above equation is a generalized dip condition, which can describe no-dlip condition
(h, > «, v, = 0), free-dip condition (h, = 0), and a specified wall velocity (h, > «, v, # 0).

4. Velocity Boundary Condition at interfaces

At interfaces where the solids volume fraction goes to zero a free-dlip condition is applied. For
the conditions shown in Figure 5.5

(i, ] Y2 k) + Vi, j+1%5 k) = O (5.50)

The following algorithm is used for setting this condition. The interface isidentified with a
threshold value of d.

Algorithm 5.1
If (e (i, j, k) <) then
g =-1
It (s (i, j-1, k) > 9)
a =1
eseif (g (i, j+1, k) > 8)
g =1
else
b=-v(i,j, k)
endif

endif
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Figure5.5. Free-dlip condition at an interface

This agorithm will fail in the rare occasion when two interfaces are separated by one numerical
cell, however.

5. Internal Surfaces

MFIX allows the specification of internal surfaces that separate two adjacent cells with
an infinitesimally thin wall. For impermeable surfaces the normal velocity is zero. For semi-
permeable internal surfaces the solids velocity is a user-defined constant and gas velocity is
calculated as though the internal surface is a porous medium. No specia treatment is needed
for the convection terms. But always the diffusion across such surfacesis set to zero. Thisis
done by first setting up the linear equations and then subtracting out the diffusion contributions
for cells neighboring internal surfaces (two cells for scalar equations and four cells for velocity
components).

5.6 Linear Equation Setup

The linear equations for solving the momentum equation are set up as follows:
1. Calculate the average velocities at momentum cell faces.
2. Calculate the convection coefficients €.
3. Caculate the neighbor coefficients a,,.
4. Modify the neighbor coefficients to account for the presence of internal surfaces
(assumed to be free-dlip walls).
5. Caculate the center coefficient and the source vector values. For impermeable walls
and internal surfaces set al neighbor coefficients to zero and fix the normal velocity
component at zero.
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6 Partial Elimination of Interphase Coupling

As discussed earlier the presence of interphase transfer terms is a distinguishing feature of
multiphase flow equations in comparison to single phase flow equations. Usualy, the interphase
transfer terms strongly couple the components of velocity and temperature in each phase to the
corresponding variables in other phases. Decoupling of the equations by calculating the inter-
phase transfer terms from the previous iteration values will make the iterations unstable or force
the time step to be very small. The other extreme of solving all the discretized equations for a
certain component together (e.g., equations for ) will lead to alarger, nonstandard matrix. An
effective alternative that maintains a higher degree of coupling between the equations while giving
the standard septadiagonal matrix is the Partial Elimination Algorithm of Spalding (1980). The
algorithmisillustrated with the following model equation:

oy w0 (1 Obm) o
€m Pm 7 * €n Pm (Vm)i a_XI - a—XI (Fq)m 8_)(|] R¢m (bm @ Rﬂm)
(6.2)
* Qz:; Fam ((ba - (bm)
(Notethat F,_ = F , and F__ = 0.)
The corresponding discretized equation is
Bl @)y = 2 @), @)y, + O+ AV P [(B), - () (62)

which is similar in form to the discretized momentum equations discussed in Section 5.

We will first explain the problem with a straightforward decoupling of the equations. For
example, consider the case of two-phase flow (M=1):

(Bo)p (bo), = 2 (Bo),, (@o),, + Lo + AVFyg [(b1), - (o) 6.3)

nb

(al)P( 1)p - Z (al)nb ((bl)nb + by + AVE, [((bO)P B ( 1)P] (6.4)

nb

When F,, - 0 the two equations are decoupled and the solution for (¢,),, for example, is

2 (o), (Bo),, * Bo
(o), = = o (65)

When F,, - « the equations are strongly coupled and the solutions are
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> (ao)nb( o)nb + by + an (al)nb ((bl)nb + by

(b, =0, == o), + @ 0

An iteration scheme treating the interphase transfer term merely as a source term will give
the correct solution for the case of small F,,, but will fail to give the correct solution for the case
of F,, - «. Therefore, in such an approach the time step must be made sufficiently small so that
F,o issmall in comparison to b0 and b1. For obtaining convergence while using large time steps,
the iteration scheme must be designed such that it can calculate the above two limiting solutions.
For this purpose, Spalding (1980) has suggested the following partial elimination algorithm:

Solve for (¢,), from Equation 6.4 to get

2 @), (@), * Dy AV (o),

_nb
((bl)p - (ai>p + AVF,, (6.7)
Substitute thisin Equation 6.3 to get
(ai)p AVF,,
o, v o T B
(6.8)
AVF,,
Vs L (o b+ Py
A similar procedure can be used to derive the equation for the other phase:
(ao) AVF,,
e, g, vy T X Bl b
" 6.9)
AVF,,
(ao> + AV FlO {Xb: (aO)nb ((bO)nb bo}

p

The linear equation sets for ¢, and ¢, are decoupled by treating the last termsin the above
equations (eg. 6.9 and 6.10) as a source term evaluated with q>l) and (Iq>o from the previous
iteration. AsF,,~ 0and F,, -~ « we can recover the required limfiting solutiBhs from the above
equations. Therefore, we expect an iteration scheme based on the above equation to converge for
all vaues of F,

The above partial elimination procedure can be extended for multiple phases (M>1) to
decouple multiphase equations. However, a matrix inversion is necessary for doing the partial
elimination exactly. An approximate alternative (not yet tested in MFIX) is given in Appendix D.
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7 Fluid Pressure Correction Equation

An important step in the algorithm is the derivation of a discretization equation for
pressure (Step 3 in Algorithm 4.1), which is described in this section.

7.1 Formulation

The discretized x-momentum equations (see Section 5) for two phases, for example, are

aOp (uo)p - %b: aOnb (uO)nb * bO - Ap (eo)p ((Pg)E - (Pg)W>

(7.2)
+ Fy, [(ul)p - (uo)p] AV
and
aip (ul)p = Z a1nb (ul)nb * bl B Ap (el)p ((Pg)E B (Pg)W>
" (7.2)

+ Fpq [(uo)p - (ul)p] AV - A ((PS)E - (PS)W)
where 0 denotes the fluid phase and P, = P (e,) is the solids pressure.

As stated in Section 4, first we will solve Equations 7.1 and 7.2 using the pressure field
P, and the void fraction fielde, from the previousiteration to calculate tentative values of the
velocity fields-- v, and u;" and other velocity components.

%“%%=§amamm+%—%@mkwk—@Jﬁ

(7.3
+ Fy (W), - (), ) AV
a, (1), = Y A U + by~ A (), ((Pe — (Py)
b (7.4)

Fio [(Ug)y — U),) AV - A [Pz - (P)y)

+

Let the actual values differ from the (starred) tentative values by the following corrections
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(Pe = (Py)e + (P
(PJe = (Ps)e + (PS/)E
(7.5)
* A
(uo)p = (UO)p + (uo)p
(U, = (u), + (uy),
and similar formulas for other components of velocity.

Substitute the corrections (Equation 7.5) into Equations 7.1 and 7.2, and from the
resulting equations subtract Equations 7.3 and 7.4 to get

2y, (Up), = Zb B (U — Ay (€0), ((Pe = (Pw) + Fio (W), - (Ug)y) AV (7.6)

a, (), = Y &, Uy - A e, (e - Pw) + Fyo (W), - (u),) AV
" 7.7)
- A (P)e - Py

To develop an approximate equation for fluid pressure correction, we drop the momentum
convection and solids pressure termsto get

8, (U, = ~ A (e), ((PDe — (Pehw) *+ Fio (U, -~ (ug),) AV (7.8)
a, (U, = - A (e, ((PYe - (Pehw) *+ Fio ((U), — (up),) AV (7.9)

Note that the above simplifications would not affect the accuracy of the converged solution. They
may, however, affect the rate of convergence of the iterations.

From Equation 7.9 we get
@y, + Fyo) (U)y = = Aj(en), [(PIe - (Pw) + Fup (Ug), AV (7.10)

Substituting thisin Equation 7.8 we get
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8, (W), = A, (€0), (PO = (Po)
-A, (68)p ((Pg/)E - (Pg’)w) + Fy (Uo/)p AV (7.11)
a, * Fo AV

- F (Ug), | AV

10

Solving for (ug), we get

FlO AV a'lO A * * FlO AV y: I
b0 770 gy = S |A (€) + A () — 2" [ ((P). - (P
" av| W e T A, ((Poe - (P (7.12)
which can be written as
(U, = - dyy (PP - (Py) (7.13)
where
A (e*) " (GI)p F]_O AV
N SNY
dy, = (7.14)
8+ Fo AV a,
" g, + Fy AV
Similarly
W), = - dy, (PP - PYy) (7.15)
where
A (e, + (€o)y Fip AV
PP gy, + Fy AV
dy, = P (7.16)
a + Fo AV 3,
P gy, + Fy AV

For the case of more than two phases an approximate formulais given in Appendix D.  The
velocity corrections are given by

Uy = Uy ~ Gy ((Pe — (Pey) (7.17)
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Substituting the above equation and similar equations for other components of velocity
correction.

into the fluid continuity equation (Equation 3.9 with ¢ = 1), we get an equation for pressure

€y & + o) En} [(vo*>n - dy ((PQN - (Pg>p)] A, 718
- {(eopo)p & + (eopo>S gs} |:(V0*)S =y ((PQ/)P - (Pg/)s)] A
* {( opo) & + ( opo 0 gt} [(Wo h - ((P )7 - (Pg/)P>] A
- (eopo>p & ( opo)B b} [(Wo)b b ((P ) (PQ/)B>] A,
= AV Y (Rgm)P
which can be written in the standard form
2 (Py)p = % 2y, (Pyy * D (7.19)

where

_ (7.20)
= {(eopo>p & (eopo>s is} dys A
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Bp = 8 + Ayt Ay At ar v Y (7.21)

bﬂ@ﬁ%m@wﬁ

AV

* (eopo)E Ee * (eopo),;, ie] Uge Ae

(7.22)

After solving Equation 7.19 for the fluid-pressure corrections, the fluid and solids
velocities are corrected. Note that when the tentative fluid velocity field satisfies the continuity
equation, the pressure corrections will go to zero. Also the corrected fluid velocity field is such
that it satisfies the continuity equation.

7.2 Mildly Compressible Flow

O)P - (60 po)(;
At

calculations unstable. In mildly compressible flows this problem may be solved by accounting for
the effect of pressure on fluid density.

AV in Equation 7.22 will make the

€ P
In compressible flows the term [ ( °

Po = Po (Pg

. p .
o (Pg> ) (a_{) . (Pg _ Pg) (7.23)

0
* apo : /
+|—| P
o ( apg) ’
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When this correction is inserted into the pressure correction equation, only the center-
coefficient needs to be changed:

" Av

A (7.24)

p
a = ) ay, +€0(8—PO
nb g

7.3 Boundary Conditions

The boundary conditions for the pressure correction equations at the inflow and outflow
boundaries are formulated as follows. Figure 7.1 shows the fictitious (boundary) cell and the
adjacent internal cell for two cases. The fictitious cells are shaded. Obviously, no pressure
correction equation is available for the fictitious cells. The pressure correction equation for the
adjacent internal cell is modified as follows by using information from the boundary conditions.

1 Specified Velocity

For the inflow condition shown in Figure 7.1, by substituting the specified velocity in
Equation (7.18) we find that

ag =0
8 =@ *ay Ay tar

(7.25)

(v, ) inb (Equation 7.22) isthe same as (v,), specified at the inflow boundary.

The inflow boundaries at other locations (E, W, N, T, and B) are treated similarly.

The boundary condition at impermeable wallsis similar to that of inflow boundaries since
the normal velocity is specified as zero.

2. Specified Pressure

When the pressure is specified in a cell, the pressure correction in that cell is zero, and for
the conditions shown in Figure 7.1.

(Py), = 0 (7.26)
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Figure 7.1. Flow boundary conditions
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8 Solids Volume Fraction Correction Equation

The success of the numerical technique critically depends upon its ability to handle dense
packing of solids. MFIX calculationsin that limit are stabilized by including the effect of solids
pressure, in the discretized solids continuity equation. Thisis accomplished by deriving a solids
volume fraction correction equation as described in this section.

8.1 Convection Term

For this method to work we need a state equation that relates solids pressure to solids
volume fraction

Pm = Pm(em) (81)
and we define
K - aP
m T e (8.2

Then, asmall change in the solids pressure can be calculated as a function of the change in solids
volume fraction:

P/ = K_ e (8.3)

m m

As discussed before, integrating the convection term over a control volume we get, for
example,

d
f& (empm um) av = (pmem um)e Ae - (pm €m um)w A\N (84)
We need to develop formulas for calculating fluxes such as (p,, €., U,),-

Denote the solids velocity obtained from the tentative solids pressure field and solids
volume fraction field as(u,,), . Thisisthe solids velocity field obtained at the end of Step 4 in

Algorithm 4.1. The actual solids velocity can be represented as

(), = ), +

(“n/w)e (8.5)
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where the correction (u,;)e isrelated to the correction in the solids pressure field as

(us), = & (PDe - PDE) (8.6)

which is derived similar to that described in Section 7. Now substituting from Equation (8.3) we
get

(), = € (<o e, ~ (e (en) ) (8.7)
Also, the volume fractions can be expressed as a sum of the current value plus a correction
fen), = (&), + [en), (8.9)
Combining Equations (8.7) and (8.8) we get
(e (), = (&), (), + e, ), = fer), o),

bl o ekl

where we have ignored the product of the corrections.

Recall that the cell face values can be written as a function of the cell center values using
convection factors (Equation 2.31); e.g.,

(€n)e = (€me B * ( €n)p e (8.10)

Now the flux (p,, €, U,,), can be expressed as (p,, is aconstant in the current version of MFIX)

(Pl (e, (U, = (Po ), (), + (oo, [ leme + e e ),

) (8.11)
(o), [en), & (Kol fer — (Koe fen),

which can be rearranged as
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(P, | el + (e, (<0, e, 8.12)

8.2 Transient Term

d
f& (em pm)P av = At AV

), + ) (e - (e (o ] AV 613
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8.3 Generation Term

The generation term is manipulated as described in Section 3.

fz RndV = AVI R, = AV{[X R,] - [-Z R,J}

= AVS[X R, ] - [-X R,] (pmem)P}

(Pm em)P
v iR - 1o Ry P e em)P]

(Pm em)p (8.14)
= AVAZE R, - [-X R, - [-X R,] (pm)P (ef/n)P]
m m m (pm e;)P
- AVER,, - [R,] o, (p*m)P AV
r <2),

8.4 Correction Equation

Collecting all the terms, an equation for volume fraction correction can be written as:

a, [en), - % s (€n)y, * b (8.15)

e = |(om <) € (e ~ & [Po) (n):] A (8.16)

s = |[Pm &), 0 (K + & (P, (), A (8.17)
ay = {(pm €m): & Ky = & (Pm)y (vn’i)nJ A, (8.18)
ag = {(pm en): € (Kp)s + Es (Pr)s (vn’i)sJ A (8.19)

ar = |(Pm &) & (Kedr ~ & (P ()| A (8.20)
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+ B o), A - & (), A

+ (Kpp [(pm er’%)e & A + [pm er}i)w e Ay
om €n)y @0 A+ lom i), & A

+fom e & A+ [om )y €0 )

Prlp 3¢+ [Z R (p)—AV
( m em)P
b = - (o <), U, A + (o €1, (U,

8.5 Selective Under Relaxation for Packed Regions
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(8.21)

(8.22)

(8.23)

After calculating the solids volume fraction correction from Equation (8.15), the solids
velocities (Equations 8.5 and 8.7) and solids volume fractions (Equation 8.8) are corrected. No
under relaxation is applied to such corrections, since we want to maintain the solids mass balance
to machine precision during the iterations. One exception to this is a selective under-relaxation
applied in densely packed regions.

The solids pressure is an exponentially increasing function of the solids volume fraction as
the packing limit is approached (Figure 8.1). Under dense packed conditions, a small increasein
the solids volume fraction will cause a large increase in the solids pressure. To moderate such
rapid changes in the solids pressure that leads to numerical instability, solids volume fraction
corrections are under relaxed in packed regions when the solids volume fraction is increasing
(Figure 8.1):



Algorithm 8.1

(8.24)

where w_ isan under relaxation factor.

New
Underrelaxed b
Prn /
Old
Old - ||| 4w
&, Underrel axed

Figure 8.1. Iterative Adjustment of Solids Volume Fraction and
Solids Pressure
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9 Energy and Species Equations

The discretization of energy and species balance equationsis similar to that of the scalar
transport equation described in Section 3. The energy equations are coupled because of
interphase heat transfer and are partially decoupled with the algorithm described in Section 6.

9.1 Heat Loss at the Wall

The wall boundary condition for energy equationsis given by

aT,,
an + hm (Tm - TW) = Cn (91)
where ai denotes differentiation along the outward-drawn normal.
n

The heat loss can be calculated from

B KaT,
on (9.2)
Km (hm (Tm - TW) - Cm)

heat loss

When h becomes large the above method becomes inaccurate. Then, the heat loss is calculated
from the temperature gradient at the wall:

west-wall a (i, j, K):

Km ((Tm)nz, ik (Trr‘)i+l, i k)
AXi 1z i, K

heat loss =

Ak (9.3
east-wall at (i, j, K):

_Km ((Tm)i-l, ik (Tm)i-z, i k)
AX 1,

heat loss =

A_l/z, i k (9.9

9.3 Radiation

A radiation source shown below is present in the MFIX energy equations:

S = Ve (Tin = T} (95)
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To ensure stability and help convergence, the term is discretized as follows:

ITo) = Yo (Tan - Tl

- 1) + aaTSQ (T - 7o) >0
where superscript ‘0" indicates values at last iteration
a%i = - 4y, To (9.7)
Then
S (Ta) = Yo [T = (Taf] = 4 e (T’ (T - To)
. ;Téﬂ S v a (Tﬁﬂ -y (ToF T, ©9
= Yo [Tam + 3 (T;)A] 4y (Tof T
S s/

The first term on the right-hand side is added to the source term and the second term is added to
the center coefficient.
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10 Final Steps

10.1. Under relaxation

All the discretized equations have the form

a, ¢, = % ayp Gy + b (10.1)

To ensure the stability of the calculations, it is necessary to underrelax the changes in the field
variables during iterations.

1_ *
(:)i(bp:;b: anb¢nb+b+%ap¢p (102)

¢ ¢

where0 < w, < 1. When w, = 0 the old value remains unchanged.

¢

Applying the under relaxation factor first is better than to solve the equations first and
then apply Under relaxation as |¢,, = cb; *w, (cbp - cbp)] because of the better conditioning of
the linear equation set and the consequent savings in the solution time.

10.2. Linear Equation Solvers

The final step in obtaining a solution is to solve the linear equations of the form 10.2 that
result from the discretization of transport equations. The linear equation solver options available
in MFIX arelisted in Table 10.I. We use only iterative solvers as we aways have a good initia
guess for the solution. Asinitial guess the solution from the previous iteration is used for all
equations, except the pressure and void fraction correction equations, which use zero as the
starting guess.

During any iteration the linear equations need not be solved to a high degree of accuracy,
because the solution gets modified in the next iteration and in the final iteration the initial guessis
as good as the converged solution. A high degree of convergence in the linear equation solver
will needlessly increase the computational time. On the other hand, poor convergence in the
linear equation solver can increase the number of iterations and lead to nonconvergence of the
iterations. An optimum degree of convergence has been determined from experience and is
controlled by a specified number of iterations inside the linear equation solver. The user may
change this value from the MFI X datafile.
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Table 10.1. Linear equation solver options
Method | Description | Source

SOR Point successive over relaxation -
IGCG Idealized Generalized Conjugate Gradient | Kapitza and Eppel (1987)

IGMRES |Incomplete LU Factorization + GMRES |SLAP (Seager and Greenbaum 1988)
DGMRES |Diagonal scaling + GMRES SLAP (Seager and Greenbaum 1988)

A combination of SOR and IGCG was found to give the lowest run time and is set as the
default in MFIX. IGCG is used for pressure and void fraction correction equations and energy
and species balance equations. 1GCG cannot be used for cyclic boundaries. Therefore, if cyclic
boundary conditions are specified IGCG is replaced with IGMRES. The momentum balance
equations are solved with SOR. The user may change these settings from the MFI X datafile.

10.3. Calculation of Residuals
The convergence of iterationsis judged from the residuals of various equations. The

residuals are calculated before under relaxation is applied to the linear equation set. The standard
form of the linear equation set is

ap¢p:b+aE¢E+aw¢W+aN¢N+aS¢S

(10.3)
* aT (bT * aB (bB
Denoting the current value as ¢, the residual at point P is given by
Rpp = b +ac dg + ay by + ay dy + ag ds
(10.4)
+ar or + a5 dg - ap Pp
Then a normalized residual for the whole computational domain is calculated from
_ X IR
P
R, (10.5)

XP: |ap¢p|

For velocity components the denominator is replaced by ap\/ us + Vi o+ W,
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For fluid pressure and solids volume fraction correction equations, we know a priori that
at convergence al the corrections must go to zero, which corresponds to the requirement that
vector b becomesidentically zero. Thus the convergence of those equations may be accurately
judged from the norm of b, which turns out to be the residual of the continuity equations. This
value, however, cannot be normalized as in Equation 10.5, since the denominator vanishes when
convergence is achieved. Therefore, the norm of b is normalized with the norm of b for the first
iteration.

10.4. Time Step Adjustment

The semi-implicit algorithm imposes a time-step limitation that is particularly severe for
dense gas-solids flow simulations. Too large a time step will make the calculations unstable. Too
small atime-step, on the other hand, will make the calculations needlessy slow. A small time
step is often needed to follow certain rapid changes in the flow field. After such events subside,
the time steps may be increased. MFIX uses an automatic time step adjustment to reduce the run
time. Thisisdone by making small upward or downward adjustments in time steps and monitor-
ing the total number iterations for several time steps. The adjustments are continued, if thereisa
favorable reduction in the number of iterations per second of smulation. Otherwise, adjustments
in the opposite direction are attempted. Often the smulation will fail to converge, in which case
the time step is decreased till convergence is obtained. Figure 10.1 shows the time step adjust-
ment history for a circulating fluidized bed simulation. The large decreases in the time-step were
caused by convergence failures.
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Figure 10.1. Time step adjustment history for atypical run
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Appendix A: Summary of Equations

A.1 Equations
The equations solved in version 2.0 of MFI X are summarized in this section.

Gas continuity:
3 i
a(egpg) + v'(egpg\7g) = nz:; Rgn
Solids continuity:
3 =
a(esmpsn) + v'(esmpsmvsn) = ; Rsmn
Gas momentum balance;
3 = v -
a(e(‘],p(‘],Vg) + V-(egngng) = —egVPg + V-tg + n%:l Fgm(\73m—\79) + fg
M —
+ egpgg B 2:1 ROm[€0m\73m+€0mvg]
m=

Solids momentum balance:

a =
a(esmpsm\7sn) + v-(ewpwvwvsn) = —esmVPg - V-8,
M
- Fgm(vsm_vg) * I2713I:slm(\7sl_\7sn)

M —
* esmpsmq - Iz:(; le [imlvsl +€ml\73m]
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Gas energy balance:

GTg M
€4PCrg ot * Vg VTl = -V-qq + ngygm(-rsm_-rg) - AH

(A.5)
* Yrg(Trg = Ty)
Solids energy balance:
aTg,
esmpsme — + V VT | = -V-dg, - ng(Tsm_Tg) - AH,
ot (A.6)
+ YRm (Tém - T;ln)
Gas species balance:
d
a(egpgxgn) + V(ePpXyVg) = V-Dy, VX + Ry, (A7)
Solids species balance:
d
a(esmpsmxsmn) * v'(esmpsmxsmnvsn) =V Dsmn VXsmn * Rsmn (A8)
Gas-solidsdrag:
3e. € P
Fom = —29-%00,63+ 48V, [Re, f |V, (A.9)
N doy
V. = 0.5(A—0.06Rem+\/(0.06 Re )2 +0.12Re_(2B-A) +A2) (A.10)
A = et (A.11)
08¢,  if €,<0.85
B = 9 (A.12)

63'65 if eg>0.85
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Re, = (A.13)

Solids-solids drag:

1 Con 2
3(:I'-Felm) (E * ) eslpslesmpsm(dpl * dpm) g0Im |\75I _\75m|

F, - 8 3 : (A.14)
27T(psldpl + psmdpm)
e /d . |d.d
g - L. % /) (A.15)
O €y es(dpl+dp )
Gas-phase stress:
T -2uD -2 D)1
Ty = 2Hy Dy - §ugttr( o (A.16)
Hy = Min(Hy e Hy + Ho) (A.17)
te = 212 €;p,/ng (A.18)
L -XD. -D_Y+(D.,-D.)2+(D..-D. )
2Dg E(( gll 922) +( g22 g33) +( g33 gll))
(A.19)
+D;12+D;23+Dg:;231
Porous media modd!:
" C,
fg - _?\79 - Epg|\79|\79 (A.20)

1
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Granular stress:

_ —PS,F;I: + ?:m ife, < e
Sy = ) _,
Pal + 1, ife,>e
Plastic Regime:

Po = 10% (e, - €M)

- 218D

A
il

P snd

24/l

p

1
lps = E((Dsll ~Dg,)? + (D, ~Dgg)® + (D - Dsll)z)

2 2 2
+Dgp + Dgs + Dgy

Viscous Regime:

T. = AtrO I+ 2u5 D

)‘\S/m N K2m€sm\/®7m

K3m€sm\/®7m

K1m - 2(1 * emm) psmgoITm

Hem

2
K2m - 4dpmpsm(1+emm) esmgoml(s\/E) - §K3m
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(A.24)

(A.25)

(A.26)

(A.27)

(A.28)

(A.29)

(A.30)

(A.31)



d
_ Pmpsm{ Jn [1+04(1+e_)(3e. -D)e_g, ]

am 2 |33-e,)
(A.32)
8e.,0, (1+e.)
+ mm
5/m
M ¢
3 Y 2 |d
G, = =+ [;1 dm] " (A39)
Orm eg 263
Gas-solids heat transfer:
y _ Cpg I:EOm
gm
g Spaom]| 4 (A.34)
Yam
6k e. Nu
0 m
Ygm = gd+’“2 : (A.35)
pm
Nu,, = (7-10e+5eg) (1+0.7Rep?Pr1¥)
(A.36)
+ (1.33-24e;+1.2¢;)Rey Prie
Gas and solids conduction:
Gg = kg VT (A.37)
qsm = _ksm vTsm (A.38)

Granular energy equation:

] J Kot (D ) K XD )%+ AK Ko 2D o) + 2K, 11 (D) (A.39)
26smK4m

G

m
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12(1 - er$1m) psm gOmm

Ky = = (A.40)
A.2 Nomenclature

a - Coefficients on the left hand side of alinear equation set

A - Area of control volume faces; m?

b - Right-hand side vector of alinear equation set

C, - Permeability of porous media; m?

C, - Inertial resistance factor of porous media; m*

Cos - Single particle drag function

C - Specific heat of the fluid phase; Jkg- K

Cim - Coefficient of friction for solids phases | and m

Coen - Specific heat of the m" solids phase; Jkg- K

Ao - Diameter of the particles constituting the m™ solids phase; m

D . - Rate of strain tensor, fluid phase; s*

D, - Diffusion coefficient for N gas-phase species; %

D, - Rate of strain tensor, solids phase-m; s*

Do - Diffusion coefficient for n species in m™ solids phase ; %

e - Coefficient of regtitution for the collisions of m™ and I solids phases
f - Ratio of cell sizes used in interpolation formulas

f - Fluid flow resistance due to porous media; N/m?
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Fom - Coefficient for the interphase force between the fluid phase and the m" solids
phase; kg/m?- s

Fam - Coefficient for the interphase force between the I™ solids phase and the m™
solids phase; kg/m?- s

g - Acceleration due to gravity; m/s?

9 - Radial distribution function at contact

AH, - Heat of reaction in the fluid phase; Jm?- s
AH,, - Heat of reaction in the m™ solids phase; Jm?®- s

l20g - Second invariant of the deviator of the strain rate tensor for gas phase; s?

lps - Second invariant of the deviator of the strain rate tensor for solids phase-1; s
Kq - Fluid-phase conductivity; Jm-K-s

Kom - Conductivity of material that constitutes solids phase-m; Jm-K-s

Ken - Solids phase-m conductivity; Jm-K-s

I - Index of the I'™ solids phase; also used as a miscellaneous index

I - A turbulence length-scale parameter; m

m - Index of the m" solids phase. "m=0" indicates fluid phase
M - Total number of solids phases

Mw - Average molecular weight of gas

n - Index of the N chemical species

N, - Total number of fluid-phase chemical species

Ng, - Total number of solids phase-m chemical species

Nu,, - Nusselt number

Py - Pressure in the fluid phase; Pa

P - Pressure in Solids phase-m, plastic regime; Pa
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Pressure in Solids phase-m, viscous regime; Pa

Prandtl number

Fluid-phase conductive heat flux; Jnm?- s

Solids-phase-m conductive heat flux; Jn?-s
Universal gas constant; Pa- m¥kmol - K

m" solids phase particle Reynolds number
Ratio of solids to fluid conductivity

Rate of transfer of mass from m" phase to I"" phase. | or m = 0 indicates fluid
phase; kg/m?- s

Rate of production of the n chemical species in the fluid phase; kg/m®- s
Rate of production of the "™ chemical species in the m" solids phase; kg/m?- s
Fluid-phase stress tensor; Pa

Solids phase-m stress tensor; Pa

Time; s

Thermodynamic temperature of the fluid phase; K

Thermodynamic temperature of the solids phase-m; K

Gas phase radiation temperature; K

Solids phase-m radiation temperature; K

Fluid-phase velocity vector; m/s
m" solids-phase velocity vector; m/s

Control volume size; m®

The ratio of the terminal velocity of a group of particles to that of an isolated
particle

Mass fraction of the "™ chemical speciesin the fluid phase
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X

smn

Mass fraction of the " chemical speciesin the m™ solids phase

GREEK LETTERS

ng

0
Ygm

Yrg

YRrm

He
Hg

Ugmax

Fluid-solids heat transfer coefficient corrected for interphase mass transfer;
Jm?-K-s

Fluid-solids heat transfer coefficient not corrected for interphase mass transfer;
Jm?-K-s

Fluid-phase radiative heat transfer coefficient; Jm?-K*-s
Solids-phase-m radiative heat transfer coefficient; Jm?-K*- s

Granular energy dissipation due to inglastic collisions; Ym?- s
A general diffusivity coefficient

Volume fraction of the fluid phase (void fraction)
Packed-bed (maximum) solids volume fraction

Volume fraction of the m™ solids phase
Function of restitution coefficient
Granular temperature of phase-m; n?/s*

Solids conductivity function

Second coefficient of solids viscosity, viscous regime; kg/m- s
Eddy viscosity of the fluid phase; kg/m- s

Molecular viscosity of the fluid phase; kg/m- s

Maximum value of the turbulent viscosity of the fluid phase; kg/m- s

Turbulent viscosity of the fluid phase; kg/m-s

Solids viscosity, plastic regime; kg/m-s

Solids viscosity, viscous regime; kg/m- s
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iml

£ =1ifR,<0: dsef, =0.

Convection factor defined in Algorithm 2.2

Microscopic (material) density of the fluid phase; kg/m?
Macroscopic (effective) density of the fluid phase; kg/m?
Microscopic (material) density of the m™" solids phase; kg/m?
Macroscopic (bulk) density of the m™ solids phase; kg/m?
Fluid phase deviatoric stress tensor; Pa

Solids phase-m deviatoric stress tensor, plastic regime; Pa

Solids phase-m deviatoric stress tensor, viscous regime; Pa

Angle of internal friction, also used as general scalar

Contact area fraction in solids conductivity model
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Appendix B: Geometry and Numerical Grid

A"’_—ﬂ“x__\

ﬂ‘zk:}{: 152

Note that in Cartesian coordinatesX;, X;.,, €tc. areall equal to 1.

A, = (8Y) (X .1 02
A, = (aY) (X 4, 8Z)

A = A= (8X) (X aZ)
A = A, = (8X) (oY)
AV = (8X) (nY)) (x,. AZk)
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Appendix C. Notes on higher order discretization

C.1 Definitions

We will first define certain quantities that will be used in the derivations. Figure C.1 gives
the notation used in the definitions and derivations.

How

U C £ D
| |
| g | g
- -
"'i“XC
- |- >|
Lt Fib-a

T q’c B q’u

b = . (C.1)
Pe

0 = ~ C.2
1- e ()
awf = br - fbc (C.3)

1 - ¢

q)c - q)u a)c

- -9

0 1 & (C.4)
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C.2 Central Differencing

C.3 Second Order Upwinding

& = 5 (b + o)

(q)c + ¢D) - ¢c
(6o - &)

N

N[ =

G = 5 (e~ do) - 5 (0o - 2 + B

dwf = {% ((])C + ([)D) -

{5 o - 09 -

q)u _q)c
Cl)D _q)c

_ 1
2

C.4 QUICK (Leonard 1979)

1

AXgD 1 1

(¢D—2¢c+¢u)—¢c}/(o—¢c)

NlR Nk

(bo 4 = 5 (b0 - 4} / (¢ - &

N @

1

¢f:2(¢c+¢o)_

8

AXe | AXep (q)D _ CIDC) _ AXye (Cbc _ Cbu)

On auniform grid the above formula reduces to

b =5 b

* o) 5 (o - 20+ B
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q)D_q)D

1 1
:2(¢c+¢|3) g
11
2 8| Ax.

Then

dwf = 1

i AXAXye $p - Pc

(same as QUICK)

ool w
ol

=

(C.11)

(C.12)

(C.13)

(C.14)

(C.15)



which can be compactly written as

1

awf = > max [0, min (4 6, 0.75 + 0.25 O, 2)] (C.16)

C.6 Properties of Discretization Schemes

The following table taken from Gaskell and Lau (1988) summarizes properties of the
several discretization schemes. The second column gives the truncation error term obtained from

Table C.l. Properties of discretization schemes

Discretiza- | Leading Convective Boundedness Critical
tion truncation | stability ) Peclet
Scheme error term Interpolative | Computed | number
First order UAX 7/ u Yes Yes 00
Upwind > & | T, (S@ble)
central uAx2 ,, | 0 (neutral) Yes No 2
differ- L
encing

- 2 oo
Seé:ond 3UuAX (bf/ _3u (stable) No No
order 8 2AX
upwind

3
QUICK uAx (bf/// _ﬂ (stable) No No §
16 8AX 3

a Taylor series expansion. The error term is meaningful only for Fourier components of small
wave numbers (k .. = 2r / L), where L isthe length of the domain. No scheme can yield an

accurate representation of components of high wave numbers, (k . = m / Ax).

The third column of the table gives the convective stability, which is the rate of change of
convective influx into a CV with respect to the value at the CV center ¢ (Leonard 1979). For

stability this must be less than zero, which implies that schemes must have an upwind bias.

The fourth column shows the interpolative boundedness of the schemes. A schemeis
bounded if the calculated face value ¢, liesin the range [cbu, cbD], when the variationin ¢ is

monotonic. If the interpolative boundedness criterion is not satisfied, the scheme allows the
calculation of convective fluxes that exceed physically possible values.
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When the variation in ¢ is monotonic, we want the computed solution not to have any
spurious extrema. This property, called the computed boundedness of the scheme, is shown in the
fifth column. Interpolative boundedness is a necessary, but not sufficient, condition for ensuring
computed boundedness.

Diffusion has a stabilizing influence that can counterbalance the lack of convective stability.
This stahilizing influence, however, diminishes as the cell Peclet number increases, and beyond a
critical value (sixth column) the influence of diffusion is insufficient to prevent spurious
oscillations in the solution.
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Appendix D: Methods for Multiphase Equations

This appendix describes numerical methods for handling more than two phases. These
have not been tested in MFIX and may be used in a future version of MFIX.

D.1 Partial eimination

The discretized momentum equation for phasel is

&), ), - T ), @), + b - AVE Fu ), - (o) .

3y (ag)nb ((bﬂ)nb + b, + AVZ: F, ((bﬂ/)p

P (ag)p + AVZ FM/

(D.2)
X (@), (b), * b AVE F(b), + AVF, ()

nb +m P

@

o AVY F, + AVF,

+m

where we have purposely taken ¢, out of the summation sign. Substituting the above formulain
Equation D.1 (with the subscripts | changed to m) we get

(am)p (d)m)p - %b: (am)nb ((bm)nb " bm
s ij @) ([®), +b +AV Eﬂ Fy (cbg/)p + AVF,, (q>m)p (D.3)
AVY P ) AVY F, +AVF, " (b

+m

The last term can be simplified as
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Y (@), ), b - AVY F o)

AVY F |2 em
XQ: o @) + AV F, + AVF,
»m
(D.4)
AVF, (q)m)p - (ag)p + AVY F, + AV Fgm} (q)m)p
>m
+ (a9>p + AVZ FM/ + AVFam
»m
Thus, we get the partially eliminated equation
(ag>p + AVZ FM/
AVY | F Lem .
By XQ: " (@), +AVY Fy o+ AVF, (b, Xb: By (B
»m
(D.5)

3 @), (b), + b - AVE Fy o),

nb '+m

i @), AV Fy + AVF,

)
+m

+bm+AVZ F
[

0

Note that (q;’) still appears in the last term on the right-hand side, which will be treated as
p

asource term. Therefore, this method may not be as effective as an exact partial elimination for
stabilizing the computations. The method will be faster than the exact method, however.

D.2. Pressure Correction Equation

An approximate pressure correction formula for multiple phases can be derived as follows:

8o Uro = A g (P — (P + AV > Fa (U~ U (D.6)

Solving for the *{’th component we get

/ x / / /
(agp + AV Z: Faa/) Uy = —Ap €p ((Pg)E - (Pg)w> + AV Z: Fur Uy (D.7)
] 0
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Therefore

* / / /
Asen (PYE — (P + AV > Fou,
[

/
ul = D.8
P a, + AV Y F, 8

Q/

Substituting thisin Equation 18 we get

-Aen ((Pg)/E - (Pg)\/,\,) +AVY F, uﬁfp +AVF, Uy /
/ ® / / o»m
- - P). - (P AVY {F -u
an,p Ump Ap en’p (( g)E ( g)\N) + zg: /m aﬁp N AV Z FM/ N AV Fam mp

o=m
A ((Pg)/E B (Pg)\/N) * AV/Z Fu ua//p
2'=m

a, + AV Y F,+AVF,,

o=m

- Al P - Py AVY Fy, (D.9)

AV F, upy - (aﬁp +AV Y F, o+ AV Fﬁm) Unp

a/#m
a, + AV Y F,+AVF,,

o»m

Solving for the velocity component we get

agp + AV Z FM/

“AVY E tem u’
A XQ: im a, +AVY F,+AVF_ ™

o/»>m

(D.10)

o/»>m

[—Ap en(PYE - P + AVY (Fyuy)

= -A e ((P)e - (PIw) ~ AV Y. F
PP (( I (Q)W) Xg: " a, +AV Y F, +AVF,

o/»>m

Dropping theterm AV ) (F,, u,,) we get

o/»>m
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F el
A, £ + AV L
P 2 a, + AV Y FM/+AVFQm’( )
/ +m / /
Uy = 2 (Pe - (Pw
mw a, + AV Z Fy g g
a, +AV Y F —
0

a, + AV  F, +AVF,,

+m

- dy (P - (P

where
F el
A e v AV Y m P
P 7 agp+Av/Z F, + AVF,
d — =m
m a, + AV Y F,
?+m
a, + AV Y F
2 a, + AV Q/Z Fy + AV F,
#M
Therefore,
* / * / /
ump = Uy * Upp = Uy dmp ((Pg)E B (Pg)W>
MSY AML\2:970891.W61
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